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§ Essay scoring
• Score essay quality using a predefined scale and rubric
• Holistically or criteria-based

§ Essay feedback generation
• Generate textual feedback on an essay
• The goal is to help students improve their essays

§ Research questions
1. How to prompt LLMs to create helpful essay feedback?
2. Can feedback generation benefit essay scoring?
3. Can essay scoring benefit feedback generation?

Introduction
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Study
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§ Compare LLM prompting strategies for essay scoring and feedback generation

Base: “You are given an essay written by a 
student and the corresponding prompt for the 
7th to 10th grade student…”

Teacher’s Assistant: “Imagine you are a 
teacher’s assistant in a middle school tasked 
with reviewing a 7th to 10th grade student’s 
essay…”

Feedback_dCoT→Scoring: “[…] Let’s think step by step. 
First, analyze the quality of the essay in terms of the given 
rubric. Then, give feedback to the student that explains their 
mistakes and errors and additionally gives them tips to avoid 
them in the future. As a final step, output the score at the end.”

Explanation→Scoring: “Analyze the given essay using the 
following rubric: {rubric}. To do this, first explain using the 
scoring rubric why you chose the score. After you analyzed the 
essay, give a final grade.”

Exemplary essays, together with their 
score and a reasoning for the score.

- One-shot: Randomly select an essay 
with a medium score. 

- Few-shot: Sample essays with the 
highest and lowest scores first, then 
cover medium scores.
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§ ASAP corpus (Hamner et al., 2012)

• 12,980 essays written by school students
• 8 essay datasets that differ by

§ Essay prompt 
§ Scoring range
§ Rubric used by the raters

§ Instruction-following LLM
• Mistral with 7 billion parameters 

Used model: Mistral-7B-Instruct-v0.2

§ Scoring metric
• QWK (quadratic weighted kappa)
• From –1 (worst) to 1 (best)

Experimental Setup
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§ What works best for essay scoring?
• Prompt pattern. Personas educational researcher (ER) and teacher’s assistant (TA)

• Task instruction type. First follow task-specific steps (Feedback_dCoT→Scoring) or first give explanation 
(Explanation→Scoring), then score essay

• In-context learning. Giving examples of scored essays (One-shot, Few-shot)

Essay Scoring: Evaluation
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§ Automatic evaluation
• LLM evaluates the generated feedback from 1 (not helpful) to 10 (very helpful) 
• Model used: Mistral

§ What works best for feedback generation?
• Prompt pattern. Using the persona educational researcher (ER)

• Task instruction type. Generating feedback only (Feedback)

• In-context learning. Giving examples of scored essays with explanation (One-shot, Few-shot)

Feedback Generation: Automatic evaluation
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§ Manual evaluation
• 3 best prompting strategies from automatic evaluation
• 12 human annotators, 24 randomly-selected feedback texts
• 5 statements judged on 7-point Likert scale from 1 (I strongly disagree) to 7 (I fully agree)

§ Statements
• S1. The feedback clearly points out mistakes that were made in the essay. 
• S2. The feedback explains exactly why the errors are errors. 
• S3. The feedback is very clear and precise so that the student can understand it. 
• S4. The feedback is absolutely suitable for students from 7th to 10th grade. 
• S5. Overall, the feedback is very helpful.

§ Findings
• All feedback generally perceived as rather helpful
• Feedback only achieved the highest scores

Feedback Generation: Manual evaluation
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§ How reliable is automatic evaluation?
• Pearson correlation of LLM-based helpfulness scores with manual statement judgments (S1–S5)
• Two models used: Mistral, Llama-2

§ Statements
• S1. The feedback clearly points out mistakes that were made in the essay. 
• S2. The feedback explains exactly why the errors are errors. 
• S3. The feedback is very clear and precise so that the student can understand it. 
• S4. The feedback is absolutely suitable for students from 7th to 10th grade. 
• S5. Overall, the feedback is very helpful.

§ Findings
• Mistral can be useful for automatically evaluating feedback helpfulness
• Overall helpfulness judgment has highest correlation

Feedback Generation: Automatic vs. manual evaluation
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§ LLM prompting strategies
• Joint essay scoring and feedback generation
• Systematic exploration of three main aspects 

of prompting strategies

§ Interaction of the two tasks
• Feedback generation benefits essay scoring
• Impact of essay scoring on feedback generation 

seems rather low (if not negative)

§ More details in the paper
• Definitions of all task instruction types
• Full prompts 
• Examples of scores and generated feedback

Summary
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§ Hamner et al. (2012). Ben Hamner, Jaison Morgan, Iynnvandev, Mark Shermis, and Tom Vander Ark. 2012. The hewlett foundation: Automated essay scoring.
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